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‘ Resumo |

The following paper is a try out on the application of multiva-
riate analysis (regression tree, principal component analy-
sis, and cluster analysis) for classifying hot water chemistry.
The number of sample analysed was 416 from all over In-
donesia. Regression tree technique has failed to read the
data structure due to multi-collinearity effect therefore PCA
and cluster analysis were applied. We used open source R
statistical packages to do the calculation. Such technique
classifies hot water samples into three major clusters: clus-
ter 1 (pure hot water), cluster 2 (mixing water), and cluster
3 (cold-meteoric water). Similar clustering were also detec-
ted in the PCA plot. The statistical is able to detect the close
and open geothermal system based on data structure. This
robust method should be applied to more geothermal sys-
tem with larger dataset to see its performance.

1. Introduction |

ndonesia ranked 3rd in the world in both geothermal elec-
tricity production and geothermal generating capacity in
2014. Our current geothermal capacity of 1.3 GW con-
sists of plants clustered around Java, Bali, North Sumatra,
and North Sulawesi (Bronto, 2006; Darmawan et al., 2015;
Fauzi, 2015; Manalu, 1988; Smillie et al., n.d.). However,
despite of the various techniques used in geothermal ex-
ploration, the application of multivariate analysis/statistics
is still very low (Agustin et al., 2015). Such large quantity of
measured parameters in each observation site needs to be
deeply analysed using a robust multivariate technique. This
paper is one of our methodological trial offering correlations
between statistical and deterministic model.

‘ 2. Materials and method |

2.1 Data

The data was gathered from various sources: EBTKE re-
ports, researches from ITB and other universities. At least
30 variables were measured on each samples (Table 1).

Tabela 1: The description of variables in the dataset

No Parameters Parameters Units
1 elv elevation masl
2 wtemp water temperature 0oC
3 atemp air temperature oC
4 ph pH -

5 ecC Electro Conductivity mikroSiemens/cm
6 SiO2 Silica mg/L
/7 B Boron mg/L
8 Al Aluminium mg/L
9 Fe Iron mg/L
10 Ca Calsium mg/L
11 Mg Magnesium mg/L
12 Na Sodium mg/L
13 K Potassium mg/L
14 Li Lithium mg/L
15 As Arsen mg/L
16 NH4 Amonium mg/L
17 F Fluor mg/L
18 CI Chlor mg/L
19 SO4 Sulfate mg/L
20 HCO3 Bicarbonate mg/L

2.2 Software and code

To ensure the reproducibility of this work and to support
open science principals, we made the code and dataset
available on OSF server (https://osf.io/wbnz3/). We used
R statistical program and R Studio. It is open source
and can be downloaded from (https://cran.r-project.org and
http://rstudio.com), along with some add on packages.

2.3 Regression tree method

Regression tree mainly uses the principal of linear mo-
del. It is one of the most frequently used machine-learning
methods for building prediction models. As a result, the
partitioning can be represented graphically as a decision
tree (ath and Fabricius, 2000; Faraway, 2005; Gio, Prana
Ugiana and Rosmaini, Elly, 2015; Gregor et al., 2002; Loh,
2011; Rothwell et al., 2008). Relying on the assumption
of normal distribution and no collinearity within the dataset,
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we expect the method could split the samples into several
classes (Kuhn, 2008; Lewis, 2000).

2.4 Cluster analysis and principal component
analysis

Cluster analysis (CA) is an unsupervised classification
method of a set of objects in groups. The HCA is useful for
variables or observations, categorical data, or continuous
variables. Principal component analysis (PCA) is another
form of unsupervised classification method applying the ro-
tation of covariance matrix to reduce the dimension of the
dataset by retaining most of the information in the original
set (Chen et al., 2007; Fitzpatrick et al., 2007; Irawan et al.,
2009; King et al., 2014; Ritzi et al., 1993; Seyhan et al.,
1985).

‘ 3. Results and discussions |

3.1 Regression tree

Regression tree technique has failed to read the data struc-
ture due to collinearity effect. The so called “statistical ha-
zards” is identified from the extremely high correlation coef-
ficients (RZ): ecvs B, Na, Cl; Navs K, Li; NH4 vs K, Li. Only
three branches are extracted from the procedure, involving
air temperature (atemp), elevation (elv), and B (Boron con-
centration), which is very difficult to explain (Figure 1).

Figura 1: Data classification based on regression tree
analysis.

3.2 Cluster analysis and principal component
analysis

The PCA extracts five new sets of variable accounted for
88% of variation from the original set of 30 variables.(Figure
2), with anomalous data are shown by samples from East
Flores and Karaha Bodas. The majority of volcanic sam-
ples is distributed from the center of the plot upwards, while
the majority non-volcanic system from the center to the right
(Figure 3),
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Figura 2: Eigenvalues from PCA.

Figura 3: Biplot from PCA.

We identify three major clusters based on the dendogram:
cluster 1 (pure hot water), which is divided into 1a volcanic
system and 1b non-volcanic system, cluster 2 (mixing wa-
ter), and cluster 3 (cold-meteoric water). Mixing processes
occur in each system due to the high rainfall (Figure 4).

distance

Figura 4: Dendogram from cluster analysis.

16. Manalu, P, 1988.

After evaluating the results we are not be able to draw a firm
conclusion at this moment. We need to sort out the dataset
based on the heterogeneity.
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